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Graph Generation
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Abstract—Scene Graph Generation (SGG) aims to detect the
objects and their pairwise predicates in an image. Existing
SGG methods mainly fulfil the challenging predicate prediction
task that involves severe long-tailed data distribution with a
single classifier. However, we argue that this may be enough to
differentiate predicates that present obvious differences (e.g., on
and near), but not sufficient to distinguish similar predicates that
only have subtle differences (e.g., on and standing on). Towards
this end, we divide the predicate prediction into a few sub-tasks
with a Divide-and-Conquer Predictor (DC-Predictor). Specifi-
cally, we first develop an offline pattern-predicate correlation
mining algorithm to discover the similar predicates that share
the same object interaction pattern. Based on that, we devise a
general pattern classifier and a set of specific predicate classifiers
for DC-Predictor. The former works on recognizing the pattern
of a given object pair and routing it to the corresponding specific
predicate classifier, while the latter aims to differentiate similar
predicates in each specific pattern. In addition, we introduce the
Bayesian Personalized Ranking loss in each specific predicate
classifier to enhance the pairwise differentiation between head
predicates and their similar ones. Experiments on VG150 and
GQA datasets show the superiority of our model over state-of-
the-art methods.

Index Terms—Scene Graph Generation, Vision and Language,
Divide-and-Conquer, Bayesian Personalized Ranking.

I. INTRODUCTION

Scene Graph Generation (SGG) aims to abstract the image
with a set of detected objects and their pairwise relationships
(i.e., predicates), as shown in Fig. 1a. Due to its huge benefits
to many high-level visual-language understanding tasks [1],
[2], such as image captioning [3], [4] and visual question
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Fig. 1. The long-tailed data distribution in SGG dataset and the biased
predictions of the recent SGG methods. (a) An example of SGG. (b)
Data distribution of the 25 most frequent predicate classes in VG dataset.
And (c) the predicted predicate distributions of samples with ground truth
predicates along and on by the biased Motifs [10] and unbiased Motifs-
Reweighting [11], respectively.

answering [5], [6], SGG has gained increasing research atten-
tion [7]–[9], recently. One key issue faced by existing methods
is the long-tailed data distribution.

Specifically, as shown in Fig. 1b, since a few head pred-
icate classes occupy the majority of training samples, the
model tends to yield the head predicates (e.g., on and near)
rather than tail ones (e.g., standing on and along), and
thus results in the biased prediction. Thereby, some unbiased
SGG methods, such as the re-sampling [12] and re-weighting
based methods [13], [14], have been proposed. Although these
methods have achieved compelling progress, they improve the
performance on the tail predicates by largely sacrificing the
performance on the head ones.

Based on the predicate prediction of both biased and un-
biased SGG methods, we observe that predicates are more
likely to be predicted as the ones that share the same object
interaction patterns, i.e., the similar spatial (e.g., lying on and
on) or semantic (e.g., made of and has) relations between
two objects. For instance, Fig. 1c shows the predicted predicate
distributions of samples with ground truth predicates along
and on by the biased Motifs [10] and unbiased Motifs-
Reweighting [11] model, respectively. In the biased prediction,
the tail predicate along is mostly predicted as the head
predicate near and on, while in the unbiased prediction, the
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head predicate on tends to be predicted as the tail predicate
above and attached to. The reason for the observation may
be that when predicates share similar object interaction pat-
terns, the differences among their samples are too subtle to
be distinguished, which aggravates the predicate prediction.
Therefore, we argue that one key to improve the biased
predicate prediction is how to differentiate the various subtle
differences among similar predicates. However, faced with the
challenging predicate prediction task, existing biased/unbiased
methods try to differentiate all the predicates with only a
single classifier. In fact, a single classifier could be adequate to
differentiate the predicates that have obvious differences (e.g.,
on and near), but may be far from sufficient to distinguish the
predicates with subtle differences (e.g., on and standing on).

In the light of this, we propose to divide the predicate
prediction into a few sub-tasks, i.e., distinguishing the subtle
differences among a subset of similar predicates that share
the same object interaction pattern. In particular, as shown in
Fig. 2, we propose a Divide-and-Conquer Network (DCNet),
where the key component lies in the Divide-and-Conquer
Predicate Predictor (DC-Predictor). Specifically, to facilitate
the dividing of the task, we first develop an offline pattern-
predicate correlation mining algorithm, to excavate the object
interaction patterns shared by predicates and build the pattern-
predicate correlation. Based on the uncovered correlation, we
introduce a general pattern classifier and a set of specific
predicate classifiers for DC-Predictor. The former works on
recognizing the general pattern of a given object pair and
routing it to the corresponding specific classifier, while the
latter trained with specific data aims to distinguish the subtle
differences among similar predicates in each specific pattern.
In addition, as the head predicates (e.g., on) are most probably
to be the sub-optimal prediction for their similar tail predicates
(e.g., lying on and covering), we adopt the Bayesian Per-
sonalized Ranking (BPR) [15] loss in each specific predicate
classifier to enhance the pairwise differentiation between head
predicates and their similar ones. It is worth noting that DC-
Predictor can be applied to the predicate predictors of various
SGG models to enhance their similar predicate differentiation
ability.

The contributions of this paper are three-fold:
• Towards unbiased SGG, we devise a model-agnostic DC-

Predictor, which consists of two key components: pattern-
predicate correlation mining and divide-and-conquer
predicate classification. As far as we know, we are the
first to highlight the subtle different differentiation among
predicates, and fulfil the predicate prediction task that
suffers from long-tailed data distribution in a divide-and-
conquer manner.

• To the best of our knowledge, we are the first to focus
on the pairwise differentiation between the head and tail
predicates with the BPR loss.

• We conduct experiments on VG150 [16] and GQA [17]
datasets, and the results indicate the superiority of our
DC-Predictor in unbiased SGG. We release the source
codes and trained model on GitHub1.

1https://github.com/hanxjing/DCNet.

II. RELATED WORK

Scene Graph Generation. One major challenge of SGG [16]
is the predicate prediction for object pairs. Early studies
mainly resort to the language prior [18] or multi-modal
features [19]–[22] to address the challenge, but ignore the
effect of the contextual information. Toward this end, recent
studies mainly employ the message passing method [16],
recurrent sequential structured networks [10], [23], graph
neural networks [24]–[27], attention mechanism [7], [8], [28],
[29], and multi-scale representations [30] to encode the object
with rich contextual information. Though these efforts have
gained improvement on the overall recall of the predicates,
the predicted predicates are often trivial and less informative
due to the long-tailed data distribution.

Toward this end, Chen et al. [31] and Tang et al. [23]
introduced the mean recall of all the predicates to evaluate the
unbiased SGG. Thereby, some unbiased methods [11], [12],
[32] emerged. For example, Tang et al. [11] employed the
counterfactual causality to disentangle the bias from the pre-
diction. Yan et al. [13] utilized the learned predicate indepen-
dence to assign the classification loss weight. In addition, Yu
et al. [14] and Zhao et al. [33] noticed the correlation among
predicates. In particular, Yu et al. employed the predicate cor-
relation tree to filter the interference of the obviously irrelevant
predicate prediction. Though these unbiased methods improve
the recall of tail predicates, they sacrifice much performance
on head predicates and could hardly improve the predicate
differentiating ability of the model. Therefore, in this work, we
aim to excavate the patterns shared by predicates and based on
that explore the predicate correlations, which can be used as
the beneficial prior like language prior [18], [34] to promote
the similar predicates differentiation. Despite there are some
human activity recognition works [35], [36] also exploit the
latent pattern among the data, they mainly aim to achieve a
pattern-balanced training by sampling the pattern data, which
are different from our method that excavates the pattern to
facilitate the distinguishing of the predicates that share the
same pattern.
Bayesian Personalized Ranking. BPR [15] method is first
employed in the recommender system [37], [38] to cope with
the implicit feedback. Due to the success of BPR in the
pairwise preference modeling, it has been widely used in
various domains, such as multi-model searching [39], [40]
and fashion compatibility modeling [41], [42]. For example, in
compatibility modeling, Song et al. [42] exploited the pairwise
preference to the bottom clothing for the given top clothing
with BPR loss. Inspired by this, we adopted BPR loss to
enhance the pairwise differentiation between head predicates
and their similar predicates in SGG.

III. METHODOLOGY

In this section, we first formulate the problem and then
introduce our proposed DCNet. As shown in Fig. 2, our
scheme follows the common SGG pipeline [10], [14], [23],
comprising three components: 1) object proposal network for
the object detection; 2) object classification network for the
object class refinement; and 3) predicate classification network
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Fig. 2. Schematic illustration of the proposed DCNet, comprising three components: 1) object proposal network, 2) object classification network, and 3)
predicate classification network. We devise a DC-Predictor in predicate classification network, where we first excavate the patterns among predicates and
build the pattern-predicate correlation to uncover the similar predicates. Based on that, we devise a general pattern classifier and a set of specific predicate
classifiers. The former is employed to divide the object pairs into their corresponding specific classifiers, while the latter is used to distinguish the subtle
differences among similar predicates in each specific pattern.

to assign the predicate for each object pair. To boost the
predicate classification, we first develop an offline pattern-
predicate correlation mining algorithm to uncover the pattern-
predicate correlation, and then we devise the DC-Predictor to
handle the predicate classification task in a divide-and-conquer
manner.

A. Problem Formulation

SGG aims to detect the objects and their pairwise predicates
within an image. Formally, for a given image, we first detect
a set of objects O = {oi}Ni=1 in the image and then obtain the
object classes by an object classification network. Thereafter,
for each object pair (oi, oj), we predict their predicate pij
by a predicate classification network, where pij ∈ P , and
P = {pm}Mm=1 stands for the set of predicate classes.
Ultimately, we can generate a scene graph as a set of triplets
{(oi, pij , oj)|oi ∈ O, oj ∈ O, pij ∈ P}.

B. Object Proposal Network

We choose the pre-trained Faster R-CNN [43], which is
commonly used as an object proposal network in SGG meth-
ods, to detect the objects in a given image. With Faster
R-CNN, each detected object oi can be represented with a
visual feature vi, a location feature bi (i.e., the coordinates
of the object bounding box), and a word embedding ei of the
initial detected object class, which can provide the additional
semantic information of the object.

C. Object Classification Network

Following existing studies [10], [14], we devise the object
classification network with an encoder and a decoder. The
encoder targets at encoding the object contextual information
into the representation of each object to promote the object
classification, while the decoder works on predicting the
refined object class. Similar to [14], we adopt the Transformer-
based [44] object encoder, due to its capability in capturing
the contextual information resided in the input.

1) Transformer-Based Object Encoder: We first derive the
input of the object encoder as follows,

xi = fo([bi,vi, ei]), (1)

where xi denotes the initial representation of the object
oi. fo(·) represents a fully-connected layer followed by a
sigmoid function. We then feed all the initial object repre-
sentations X = [x1,x2, · · · ,xN ] into the Transformer-based
encoder [44] as follows,

X′ = MHA(X), (2)

where X′ = [x′1,x
′
2, · · · ,x′N ] are the refined object repre-

sentations. MHA(·) denotes the multi-head self-attention in
Transformer [44].

2) Object Decoder: As for each object oi, we can derive
its refined object class o′i by the object decoder fd as follows,

o′i = fd(x
′
i), (3)

where fd(·) consists of a fully-connected layer followed by
a softmax function. We then can obtain the refined word
embedding e′i according to the maximum element of the
refined object class o′i.

D. Predicate Classification Network

Predicate classification network consists of a Transformer-
based relationship encoder and a newly proposed DC-
Predictor. The former is used to compile the contextual in-
formation among objects, while DC-Predictor is introduced to
predict the predicate for each object pair.

1) Transformer-Based Predicate Encoder: To boost the
predicate prediction, we adopt another Transformer-based en-
coder to exploit the interaction context among objects in an
image, which can benefit the predicate prediction. We first
derive the input object representation x̃i of the relationship
encoder as follows,

x̃i = fr([vi,x
′
i, e
′
i]), (4)

where fr(·) represents a fully-connected layer followed by
a sigmoid function. vi is incorporated to retain the original
object visual feature in predicate prediction. We then feed
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(b)
Fig. 3. The excavated patterns and pattern-predicate correlation in VG150
dataset, where the parent predicate in each pattern is annotated in the distinct
color. (a) Excavate Patterns. (b) Pattern-Predicate Correlation.

all the object representations X̃ = [x̃1, x̃2, · · · , x̃N ] into the
Transformer-based predicate encoder, which shares the same
structure with the Transformer-based object encoder, to get the
final object representations X̂ = [x̂1, x̂2, · · · , x̂N ].

2) Predicate Decoder: As for the predicate decoder, in
this work, rather than classifying all the predicates with a
single classifier, we propose to use multiple specific predicate
classifiers to handle the predicate classification in a divide-
and-conquer manner. Specifically, we first devise a pattern-
predicate correlation mining algorithm to discover the similar
predicates, and then introduce the DC-predictor for divide-
and-conquer predicate classification.

E. Pattern-Predicate Correlation Mining

In this work, we propose to use multiple specific predicate
classifiers to predict the predicates, where each specific clas-
sifier differentiates the similar predicates that share the same
object interaction pattern. To achieve this goal, we first devise
a pattern-predicate correlation mining algorithm to discover
the similar predicates.

As aforementioned, affected by the long-tailed data distri-
bution, biased SGG models tend to predict the tail predicates
with their similar head predicates. According to the biased
prediction, existing efforts [14], [45] represent the similarity
correlation among predicates as a tree, where a tail predicate
can be the child node of one head predicate. However, we ar-
gue that one tail predicate can be similar to multiple head ones
(see Fig. 1c), and the predicate correlation can be interlaced.
Therefore, we aim to use the prediction of the biased SGG
model to excavate latent object interaction patterns shared by
predicates, and utilize these patterns as anchors to uncover the
interlaced pattern-predicate correlation. The pattern-predicate
correlation mining consist of two parts: pattern excavation and
pattern-predicate correlation construction.

1) Pattern Excavation: Motifs [10] is a typical biased SGG
method. Given the detected objects in an image, Motifs first
adopts the BiLSTM-based [46] object encoder to refine the
object classes, and then adopts the BiLSTM-based predicate
encoder to gather the object contextual information to predict
the predicate pij for each object pair (oi, oj). Affected by

the long-tailed data distribution, Motifs tends to predict the
tail predicate samples as the head predicates that share the
same object interaction patterns with them. Using the biased
predicate prediction of Motifs, we can obtain D patterns
S = {sd}Dd=1, each covering a parent predicate, denoted as
p′d, and several child predicates. In particular, based on the the
biased predicate prediction of Motifs, for each predicate p, we
calculate the distribution of the predicted predicate frequency
f = [f1, f2, · · · , fM ] ∈ RM with all its object pair samples.
M is the total number of predicate classes. We then define the
parent-child relation among the predicates with the following
condition,

p⇒ p′, if (f1st > λf2nd) ∧ (p 6= p′), (5)

where f1st and f2nd are the first and second largest elements
in f and p′ is the corresponding predicate of f1st. λ is the
hyperparameter to control the strictness of the condition. If
(f1st > λf2nd) ∧ (p 6= p′), we deem predicate p is similar
to p′ and treat it as a child predicate of p′ with the notation
“⇒”. After conducting the above process for all predicates,
we treat each parent predicate p′ and all its associated child
predicates as a whole, and assume that they follow a specific
object interaction pattern.

In addition, as the prediction of the biased SGG model
may be unstable, we repeat the above process twice, including
the training of the biased SGG model and the latent pattern
excavation. We then only retain the output patterns that cover
exactly the same predicates (i.e., the parent predicate and its
child predicates) in the two implementations. Fig. 3a illustrates
the final result of pattern excavation in VG150 dataset.

2) Pattern-Predicate Correlation Construction: Based on
the above pattern excavation, we obtain a few patterns and
their strongly correlated predicates. Then, based on the sam-
ples of predicates in each pattern, we can train a pattern
classifier to further find the weakly related predicates for
each pattern to construct the complete pattern-predicate cor-
relation. Specifically, for each pattern sd, we first group all
the object pairs of its covered predicates, and label them
with pattern label sd. Based on these training data, we then
train the biased SGG model [10], and use it to predict the
pattern probability distribution for each object pair sample.
Let sij = [s1ij , s

2
ij , · · · , sDij ] denote the pattern probability

distribution for the object pair (oi, oj). For each predicate p,
we calculate its overall pattern probability distribution, termed
as qp = [q1p, q

2
p, · · · , qDp ], by averaging the pattern probability

distributions of all its object pair samples, where qdp refers to
the probability that the predicate p is related to the pattern sd.
Thereafter, we define the predicate p as related to pattern sd
as follows,

p→ sd, if qdp > µ, (6)

where µ is the predefined threshold. Notably, each predicate
can be related to multiple patterns. Ultimately, we build the
pattern-predicate correlation as a bipartite graph G shown in
Fig. 3b, where the nodes of one side are the learned patterns
and that of the other side are predicates, while the edges
represent the affiliation between the patterns and predicates.
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Fig. 4. The framework of our DC-Predictor.

F. Divide-and-Conquer Predicate Classification.

1) DC-Predictor: To guide the model to target at the
differentiation among similar predicates, in DC-Predictor, we
devise a general pattern classifier S and a set of specific
predicate classifiers {Cd}Dd=1. Notably, this general pattern
classifier is not the one used in the pattern-predicate correlation
construction, and it is trained jointly with the specific predicate
classifiers. As shown in Fig. 4, for each object pair, we first get
their union representation gij by their final object representa-
tions and union visual feature uij . We then predict its pattern
probability sij ∈ RD by the general pattern classifier S.
According to the pattern with the largest predicted probability,
we select the corresponding specific predicate classifier to
obtain the predicted predicate probability pij ∈ RM , which
can be formulated as follows,

gij = Wg[Wf x̂i;Wbx̂j ]⊗ uij ,

sij = S(gij),

pij = Cd(gij |sij),
(7)

where the subscript d = argmax(sij). Similar to [10], we
leverage Wf and Wb to project the forward and backward
relation of object pairs, respectively. Wg denotes the linear
transformation, and ⊗ is the element-wise product. Both S
and Cd are composed of a fully-connected layer followed by
a softmax function, whose output dimensions are the number
of patterns and predicate classes, respectively. Notably, as the
optimization targets of S and Cd are different, the argmax
operation in determining the specific classifier Cd would not
make the model indifferentiable.

2) Optimization: As shown in Fig. 4, according to the
pattern-predicate correlation, we can obtain the pattern labels
of object pairs to train the general pattern classifier and get
the specific training object pairs to train the specific predicate
classifiers.

General Pattern Classifier. We utilize the binary cross-
entropy loss to optimize the general pattern classifier as
follows,

Lbce = −
D∑

d=1

s̃dij log(s
d
ij) + (1− s̃dij) log(1− sdij). (8)

where s̃ij = [s1ij , s
2
ij , · · · , sdij ] ∈ {0, 1}D refers to the pattern

label of the object pair (oi, oj), which is derived according

to the associated pattern(s) of its ground truth predicate label
in bipartite graph G. Since some predicates can be correlated
multiple patterns, s̃ij could be a multi-hot vector.

Specific Predicate Classifier.
Regarding the optimization for each specific predicate clas-

sifier, in addition to the cross-entropy loss, we also adopt the
BPR loss to promote the classifier differentiate the subtle dif-
ferences among similar predicates. In particular, we first adopt
the cross-entropy loss for each specific predicate classifier as
follows,

Ld
ce =

1

|Nd|
∑

(oi,oj)∈Nd

log(p̂ij), (9)

where Nd is the specific training dataset of pattern sd, com-
prising all the object pairs of predicates covered by the pattern
sd. p̂ij denotes the predicted probability that the object pair
(oi, oj) belongs to its ground truth predicate class.

To enhance the pairwise differentiation between the head
predicates (e.g., on) and their similar predicates (e.g.,
sitting on and parking on), we adopt the BPR loss [15]
for each specific predicate classifier as follows,

Ld
bpr =

1

|N t
d|

∑
(oi,oj)∈N t

d

− log σ(p̂ij − p′ij), (10)

where N t
d ∈ Nd denotes the set of object pair samples that

belong to the tail predicate classes. In particular, we regard
the predicate class that covers less than 1, 000 samples as a
tail predicate. p′ij is the predicted probability of the parent
predicate p′d in pattern sd. σ(·) is the sigmoid function.
The underlying philosophy is that according to our pattern-
predicate correlation mining algorithm, the parent predicate of
each pattern should be a head predicate. The BPR loss propels
the predicted probability corresponding to the ground truth
predicate to be larger than that towards the head predicate.

Ultimately, we reach the final object function as follows,

L = Lbce +

D∑
d=1

(Ld
ce + αLd

bpr), (11)

where α is the hyperparameter to weigh the BPR loss.

IV. EXPERIMENTS

A. Experiment Settings

Dataset. We evaluate our DCNet on Visual Genome [47]
and GQA [17] datasets. Visual Genome dataset is the most
widely used benchmark for scene graph generation. Following
prior studies [10], [16], [48], we adopt the most frequently
used version VG150 [16], which contains 108K images with
the most frequent 150 object categories and 50 predicate
classes. We adopt the same experimental settings with [10],
[11] to split the dataset by attributing 70% of the images
for training, 30% for testing, and randomly sampling 5K
images from the training set for validation. GQA dataset is a
widely used vision-and-language benchmark with rich object
relationship annotations. Similar to [49], we normalize GQA
dataset to adapt the SGG by pruning the poor-quality and
unnatural annotations. We keep the top 200 object categories
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TABLE I
PERFORMANCE COMPARISON OF DIFFERENT METHODS ON SGDET, SGCLS, AND PREDCLS TASKS WITH VG150 DATASET IN TERMS OF MR@50/100,
R@50/100, AND MEAN. † REPRESENTS THE CORRESPONDING METHOD EMPLOYS FASTER R-CNN WITH VGG-16. u DENOTES THE CORRESPONDING

METHOD TARGETS AT THE UNBIASED SGG. ♦ DENOTES THE CORRESPONDING METHOD ADOPT THE RESAMPLING METHOD. THE OPTIMAL RESULTS
FROM THE SAME OBJECT REPRESENTATION METHODS (i.e., MOTIFS AND VCTREE) ARE IN BOLD. THE GLOBAL OPTIMAL RESULTS OF THE SAME

FASTER R-CNN ARE UNDERLINED.

SGDet SGCls PredClsModel mR@50/100 R@50/100 Mean mR@50/100 R@50/100 Mean mR@50/100 R@50/100 Mean
IMP† 3.8 / 4.8 20.7 / 24.5 13.5 5.8 / 6.0 34.6 / 35.4 20.5 9.8 / 10.5 59.3 / 61.3 35.2
Motifs† 5.7 / 6.6 27.2 / 30.3 17.5 7.7 / 8.2 35.8 / 36.5 22.1 14.0 / 15.3 65.2 / 67.1 40.4
KERN† 6.4 / 7.3 27.1 / 29.8 17.7 9.4 / 10.0 36.7 / 37.4 23.4 17.7 / 19.2 65.8 / 67.6 32.0
VCTree† 6.9 / 8.0 27.9 / 31.3 18.5 10.1 / 10.8 38.1 / 38.8 24.5 17.9 / 19.4 66.4 / 68.1 43.0
GPS-Net† 8.7 / 9.8 28.4 / 31.7 19.7 11.8 / 12.6 39.2 / 40.1 25.9 21.3 / 22.8 66.9 / 68.8 45.0
Schemata† - - - 10.1 / 10.9 39.1 / 39.8 25.0 19.1 / 20.7 66.9 / 68.4 43.8
PCPL†u 9.5 / 11.7 14.6 / 18.6 13.6 18.6 / 19.6 27.6 / 28.4 23.6 35.2 / 37.8 50.8 / 52.6 44.1
VTransE+ 5.0 / 6.0 29.7 / 34.3 18.8 8.2 / 8.7 38.6 / 39.4 23.7 14.7 / 15.8 65.7 / 67.6 41.0
CogTreeu 11.1 / 12.7 19.5 / 21.7 16.3 15.7 / 16.7 22.9 / 23.4 19.7 28.4 / 31.0 38.4 / 39.7 34.4
BGNN♦

u 10.7 / 12.6 31.0 / 35.8 22.5 14.3 / 16.5 37.4 / 38.5 26.7 30.4 / 32.9 59.2 / 61.3 46.0
Motifs-Baseline 5.8 / 7.8 32.5 / 37.3 20.9 8.0 / 8.5 39.3 / 40.1 24.0 4.6 / 15.8 66.1 / 68.0 41.1
Motifs-Reweightu 8.6 / 10.1 26.4 / 30.7 19.0 11.6 / 13.0 34.2 / 35.9 23.7 20.3 / 23.2 57.3 / 61.0 40.5
Motifs-Resample♦u 8.2 / 9.7 30.5 / 35.4 21.0 11.0 / 11.8 37.9 / 38.8 24.9 18.5 / 20.0 64.6 / 66.7 42.5
Motifs-EBMu 7.7 / 9.3 31.7 / 36.3 21.3 10.2 / 11.0 39.2 / 40.0 25.1 18.0 / 19.5 65.2 / 67.3 42.5
Motifs-TDEu 8.2 / 9.8 16.9 / 20.3 13.8 13.1 / 14.9 27.7 / 29.9 21.4 25.5 / 29.1 46.2 / 51.4 38.1
Motifs-CogTreeu 10.4 / 11.8 20.0 / 22.1 16.1 14.9 / 16.1 21.6 / 22.2 18.7 26.4 / 29.0 35.6 / 36.8 32.0
Motifs-DC (ours) 11.8 / 14.0 30.1 / 34.3 22.6 15.3 / 16.4 39.3 / 40.0 27.8 27.9 / 30.2 59.7 / 61.4 44.8
VCTree-Baseline 5.7 / 6.9 31.5 / 36.2 20.1 7.5 / 7.9 40.5 / 41.4 24.3 14.9 / 16.1 66.2 / 68.1 41.3
VCTree-EBMu 7.7 / 9.1 31.4 / 35.9 21.0 12.5 / 13.5 44.7 / 45.8 29.1 18.2 / 19.7 64.0 / 65.8 41.9
VCTree-TDEu 9.3 / 11.1 19.4 / 23.2 15.8 12.2 / 14.0 25.4 / 27.9 19.9 25.4 / 28.7 47.2 / 51.6 38.2
VCTree-CogTreeu 10.4 / 12.1 18.2 / 20.4 15.3 18.8 / 19.9 30.9 / 31.7 25.3 27.6 / 29.7 44.0 / 45.4 36.7
VCTree-DC (ours) 12.1 / 13.8 29.6 / 33.7 22.3 16.5 / 17.4 38.5 / 39.2 27.9 27.7 / 29.8 60.5 / 62.4 45.1
DCNet (ours) 12.9 / 16.1 29.7 / 34.0 23.2 17.8 / 19.1 37.0 / 37.9 27.8 29.2 / 31.5 59.3 / 61.0 45.3
DCNet∗ (ours) 14.3 / 17.3 28.6 / 32.9 23.3 21.2 / 22.2 36.0 / 36.8 29.1 33.4 / 35.6 57.3 / 59.1 46.4

and top 100 predicate categories by frequency. After the
processing, we totally obtain 57,623 images with an average
of 14.8 objects and 4.7 relationship triplets per image. We use
the same dataset split strategy of VG150 for GQA dataset.
Compared to VG150, the GQA dataset is more challenging as
the objects and predicates categories are more numerous and
diverse.

Evaluation Tasks. Following the previous studies [9], [16],
[31], [48], we adopt the following three tasks to evaluate the
performance: 1) Predicate Classification (PredCls) predicts
the predicate class of each object pair with both ground truth
bounding boxes and object labels. 2) Scene graph classification
(SGCls) predicts both the object classes and the predicate class
of each object pair with the ground truth bounding boxes. And
3) scene graph detection (SGDet) generates scene graphs only
based on the given image.

Evaluation Metrics. We use the recall of the triplets to
evaluate the aforementioned three tasks as [23], [31]. There
are two types of recall which are widely adopted in SGG: re-
call@K (R@K) [16], [18] and mean recall@K (mR@K) [23],
[31]. R@K indicates the correctness of generated relationships
on the whole, which could be easily dominated by head classes
owing to the long-tailed data distribution. mR@K, defined as
the average R@K of all predicate classes, which validates the
unbiased scene graph generation and is mainly affected by
plenty of tail predicate classes. We set K ∈ {50, 100} In this
work. we also use the Mean of R@50, R@100, mR@50, and
mR@100 to complementary evaluate the model’s capability of
generating correct and unbiased scene graphs.

Implementation Details. We use a pre-trained Faster R-
CNN with ResNeXt-101-FPN provided by [11] to detect
the objects and derive their features. We adopt the word
embedding with dimension 200 provided by Glove [50]. In
addition, we employ SGD with a momentum of 0.9 as the
optimizer. For all three tasks, the batch size and initial learning
rate are consistently set to be 10 and 0.001, respectively. In
pattern-predicate correlation construction, the hyperparameters
λ and µ are set as 2 and 0.2, respectively. Ultimately, we
obtain 3 and 4 object interaction patterns in VG150 and
GQA datasets, and the parent predicates in these patterns are
[on, has, near] and [on, near, in, holding], respectively.
Accordingly, we deploy 3 and 4 specific predicate classifiers in
VG150 and GQA datasets, respectively. The hyperparameter
α to weigh the BPR loss is set to 0.02. We adopt the same
warm-up and decayed strategy as [11], and each training lasts
for 50,000 steps. All our experiments are conducted via the
RTX2080 Ti GPU.

B. Compared Methods

On the one hand, in order to evaluate the whole framework
of our DCNet, we compare it with state-of-the-art methods,
including re-conducted IMP+ [16] by Zellers et al. [10], Mo-
tifis [10], KERN [31], VCTree [23], GPS-Net [9], Schemata
[51], PCPL [13], VTransE+ [52], CogTree [14], BGNN [12],
EBM [49], TDE [11] and the debiasing methods, re-weighting
and re-sampling. On the other hand, to evaluate the effective-
ness of our proposed DC-Predictor, we transplant it to two
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TABLE II
DETAILED PERFORMANCE COMPARISON OF DIFFERENT METHODS ON PREDCLS, SGCLS, AND SGDET TASKS ON GQA DATASET WITH RESPECT TO

MR@50/100 (%), R@50/100 (%), AND MEAN. THE GLOBAL OPTIMAL RESULTS ARE UNDERLINED. NOTE THAT ALL THE METHODS ARE IMPLEMENTED
WITH THE SAME OBJECT DETECTOR, i.e., A PRE-TRAINED FASTER R-CNN WITH RESNEXT-101-FPN. THE OPTIMAL RESULTS ARE UNDERLINED.

SGDet SGCls PredClsModel mR@50/100 R@50/100 Mean mR@50/100 R@50/100 Mean mR@50/100 R@50/100 Mean
Motifs 6.4 / 7.9 28.9 / 33.1 19.1 7.0 / 8.2 34.2 / 34.9 21.1 16.4 / 17.1 65.3 / 66.8 41.4
Motifs-DC (ours) 9.4 / 10.7 28.3 / 32.1 20.1 9.9 / 10.4 32.5 / 33.1 21.5 21.4 / 22.5 61.3 / 62.7 42.0
VCTree 6.5 / 7.4 27.3 / 30.9 18.0 7.9 / 8.3 34.1 / 34.8 21.3 16.5 / 17.4 63.8 / 65.7 40.9
VCTree-DC (ours) 8.0 / 9.5 25.8 / 29.1 18.1 10.5 / 11.2 32.2 / 32.8 21.7 22.2 / 23.5 61.3 / 62.9 42.5
DCNet-w/o-DC 6.9 / 8.1 27.1 / 30.8 18.2 8.4 / 8.9 33.2 / 34.1 21.1 17.1 / 17.6 63.0 / 64.9 40.7
DCNet (ours) 9.9 / 11.9 27.9 / 31.6 20.3 12.9 / 13.4 32.4 / 33.0 22.9 23.9 / 25.1 57.6 / 59.1 41.4

baseline models: Motifis [10] and VCTree [23], and denote the
variant models as Motifis-DC and VCTree-DC, respectively.
For fairness, we also introduce a variant of our model, which
adopts the same re-weighting method with Cogtree as an
enhancement of our method, denoted as DCNet∗.

Table I shows the performance of different methods on
VG150 dataset. The results of the Motifs-Baseline and
VCTree-Baseline are provided in [11], where the Faster R-
CNN detector is employed as our model does. From Table I,
we have the following observations:

1) Motifs-DC and VC-Tree-DC achieve the best perfor-
mance on mR@50/100 in most scenarios, compared with
corresponding models that adopt the same object encoding
methods, respectively. This indicates that our DC-Predictor is
able to improve the tail predicate prediction of the baseline
methods (i.e., motifs and VCTree), which may be attributed
to its capability of differentiating the subtle differences among
similar predicates.

2) Compared with both debiasing methods (i.e., re-
weighting and re-sampling) and unbiased models (e.g., TDE,
CogTree, and EBM), Motifs-DC and VC-Tree-DC achieve the
best performance on Mean in most scenarios. It reflects that
our DC-Predictor is able to largely increase the mean recall
by slightly sacrificing the overall recall2. For example, in the
SGDet task, compared with the recent unbiased SGG method
CogTree, our Motifs-DC improves the mR@100 of Motifs-
Baseline by 6.2% and loses R@100 by 3.0%, while Motifs-
CogTree improves the mR@100 by 4.0% but loses R@100
by 15.2%. One possible reason is that investigating the subtle
differences may be more effective than directly ignoring the
irrelevant predicate prediction as CogTree does to boost the
unbiased SGG.

3) Overall, DCNet outperforms the baseline methods in
terms of both mR@50/100 and Mean in most scenarios,
which demonstrates the superiority of our model over existing
methods. In addition, unsurprisingly, equipped with the widely
adopted re-weighting method among SGG methods [13], [53],
DCNet∗ surpasses DCNet.

To evaluate the effectiveness of our DC-Predictor on GQA
dataset, we conduct experiments based on three different
object encoding methods, including Motifis [10], VCTree [23],
and DCNet-w/o-DC (i.e., Transformer-based encoder). The
results is shown in Table II, and we observe that: 1) Motifs-
DC, VC-Tree-DC, and DCNet achieve the best perfor-mance

2The decrease on the overall recall is hard to avoid when pursuing the
increase on the mean recall of all predicates on a biased dataset.

on mR@50/100, compared with corresponding models that
adopt the same object encoding methods, respectively. This
indicates that our DC-Predictor is able to improve the tail
predicate prediction of the base-line methods. 2) Compared
with the improve of DC-Predictor in VG150 dataset, that on
GQA dataset is relatively smaller. One possible reason is that
the predicate category in GQA dataset is more than that in VG
dataset, and thus improving the prediction of each predicate
(i.e., mR@50/100) in GQA dataset is more challenging.

To provide more detailed comparison, followed [14], we
compare our models and the baseline methods with respect to
R@100 of the 35 most frequent predicates of VG150 dataset
in Fig. 5. In particular, Fig. 5a shows the comparison between
our Motifs-DC and the biased Motifs-Baseline, while Fig. 5b
shows that between our DCNet and the unbiased CogTree.
We find that Motifs-DC has an obvious increase over the
recall of the tail predicates compared with Motifs-Baseline,
and a slight drop on the recall of the first head predicate on.
Meanwhile, we observe that DCNet is comparable to CogTree
in terms of the recall of the tail predicates, while significantly
outperforming CogTree pertaining to the recall of the head
predicates (e.g., on, has, and wearing). These observations
confirm that our model can largely improve the mean recall
with limited sacrifice on the overall recall.

C. Ablation Study

Ablation Study on DC-Predictor. To verify the effectiveness
of each component in DCNet, we compare our model with the
following derivatives:

1) DCNet-w/o-DC: To evaluate the proposed DC-Predictor,
we replace it with one fully-connected layer as the predicate
classifier, which is optimized with the cross-entropy loss.

2) DCNet-w/o-MC: To investigate the effectiveness of the
multiple classifiers manner, we remove the general pattern
classifier as well as the specific predicate classifiers and
replace them with one fully-connected layer as the predicate
classifier, which is optimized with both cross-entropy loss and
BPR loss.

3) DCNet-w/o-BPR: We remove the BPR loss in each
specific predicate classifier.

Table III presents the ablation study results. Firstly, we
observe that compared with DCNet-w/o-DC, DCNet gains
obvious improvements on the mR@50/100 and Mean, which
demonstrates the effectiveness of our DC-Predictor in unbi-
ased predicate prediction. Secondly, compared with DCNet,
both DCNet-w/o-MC and DCNet-w/o-BPR have an obvious
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Fig. 5. R@100 of the 35 most frequent predicates in PredCls task on VG150 dataset. (a) Comparison between Motifs-Baseline and Motifs-DC. (b) Comparison
between CogTree and DCNet. The results of CogTree are reported according to their paper.

TABLE III
ABLATION STUDY OF DCNET IN TERMS OF MR@50/100, R@50/100, AND MEAN IN SGDET, SGCLS, AND PREDCLS TASKS ON VG150 DATASET.

Model SGDet SGCls PredCls
mR@50/100 R@50/100 Mean mR@50/100 R@50/100 Mean mR@50/100 R@50/100 Mean

DCNet-w/o-DC 8.1 / 9.5 31.9 / 36.2 21.4 9.7 / 10.3 40.1 / 40.9 25.2 17.0 / 18.4 65.4 / 67.2 42.0
DCNet-w/o-MC 8.5 / 9.9 31.7 / 36.2 21.6 10.6 / 11.4 39.9 / 40.8 25.6 17.6 / 19.2 65.2 / 67.0 42.3
DCNet-w/o-BPR 8.8 / 10.4 32.0 / 36.5 21.9 10.7 / 11.4 39.9 / 40.7 25.7 18.7 / 20.1 65.0 / 66.7 42.6
DCNet (Ours) 12.9 / 16.1 29.7 / 34.0 23.2 17.8 / 19.1 37.0 / 37.9 27.8 29.2 / 31.5 59.3 / 61.0 45.3
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Fig. 6. Pattern-predicate bipartite graph with the unfiltered patterns.
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Fig. 7. Pattern-predicate tree.

decrease on the mR@50/100 and Mean. This implies the
necessity of using both specific predicate classifiers and the
pairwise predicate differentiation to exploit the subtle differ-
ences among similar predicates in each pattern.
Ablation Study on Pattern-Predicate Correlation Mining.
We also validate the effectiveness of the key steps in pattern-
predicate correlation mining with the following derivations:
• DCNet-w/o-Filter: To evaluate the necessity, we conduct

our DCNet based on the pattern-predicate bipartite graph
with the unfiltered patterns, as shown in Fig. 6.

• DCNet-w/o-Overlap: To demonstrate the superiority of
the pattern-predicate bipartite graph that supports one
predicate with multiple patterns, we modify the predicate
correlation from the pattern-predicate bipartite graph to
the pattern-predicate tree, as shown in Fig. 7, where each
predicate only connects with its most related pattern.

Table IV shows the performance of different derivations of
DCNet with respect to the PredCls task, from which we have
following observations:

1) DCNet outperforms DCNet-w/o-Filter, which demon-
strates the necessity of filtering the unstable pattern. One
possible reason is that the patterns with limited significance
may be noise and complicate the predicate correlation, which

TABLE IV
PERFORMANCE COMPARISON OF DIFFERENT DERIVATIONS OF DCNET IN

TERMS OF R@50/100, MR50/100, AND MEAN IN PREDCLS TASK.

Model PredCls
mR@50/100 R@50/100 Mean

DCNet-w/o-Filter 25.2 / 27.3 57.7 / 59.5 42.4
DCNet-w/o-Overlap 26.9 / 29.1 59.4 / 61.0 44.1
DCNet 29.2 / 31.5 59.3 / 61.0 45.3

may increase the difficulty of distinguishing the belonging
patterns for the object pair samples and thus mislead the model
to distinguish uncorrelated predicates.

2) DCNet surpasses DCNet-w/o-Overlap, indicating that it
is more reasonable to depict the predicate correlation with the
pattern-predicate bipartite graph rather than the tree.

D. Qualitative Results
We present the intuitive comparison of DCNet and other

state-of-the-art SGG methods, including the biased SGG
model Motifs [10] and the debiasing SGG model TDE [11]. As
shown in Fig. 8, we distinguish the predicted predicates from
different specific predicate classifiers with different marks.
We observe that: 1) compared with the scene graphs gen-
erated by Motifs-Baseline, the scene graphs generated by
Motifs-TDE and Motifs-CG contain more informative rela-
tionships (tail predicates), e.g., person standing on snow
and mountaion covered in snow in Example 1. 2) Though
Motifs-TDE boosts the tail predicate prediction, it overly focus
on the tail predicates and loses performance on the predicting
of the general head predicates (e.g., on and has). For example,
train on track in Example 2, pole near bike in Example 3,
and person wearing jacket in Example 4 are captured by
our Motifs-DC but are not captured by Motifs-TDE. These
qualitative results reflect the comprehensive improvement of
our method in SGG.

E. Parameter Analyses
To investigate the effect of the hyperparameter λ in pattern

excavation, we illustrate the performance of DCNet with

This article has been accepted for publication in IEEE Transactions on Circuits and Systems for Video Technology. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TCSVT.2022.3193857

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: SHANDONG UNIVERSITY. Downloaded on October 15,2022 at 07:18:41 UTC from IEEE Xplore.  Restrictions apply. 



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 9

person-1

jacket-1

snow-1

person-2

mountain-1 tree-1

track-GT1

coat-1

wearing

standing on standing on

on

in

of wearing

Motifs-Baseline

person-1

jacket-1

snow-1

person-2

mountain-1 tree-1

track-GT1

coat-1

wearing

standing on standing on

covered in covered in

in

of wearing

Motifs-TDE

person-1

jacket-1

snow-1

person-2

mountain-1 tree-1

track-GT1

coat-1

wearing°

standing on* standing on*

on*
covered in* covered in*

in∆

of* wearing°

Motifs-DC (ours)

snow-1

track-GT1

mountain-1

person-2

jacket-1

tree-1

coat-1

person-1

Input Image

(a) Example 1.

(b) Example 2.

(c) Example 3.

(d) Example 4.

window-1

train-1

tree-1

rock-1 track-1

on

on
has

under

near

on

on

near

near

Motifs-Baseline

window-1

train-1

tree-1

rock-1 track-1

on*

on*
has°

under∆

near∆

on*

on*

behind∆

near∆

Motifs-DC (ours)

tree-1

train-1
window-1

track-1
rock-1

Input Image

pole-1

fence-1

bike-1

pole-2

pole-3 pole-4on

seat-1

has

near

near

behind

near

near
near

Motifs-Baseline

pole-1

fence-1

bike-1

pole-2

pole-3 pole-4of

seat-1

has

near

behind

behind

near

near
near

Motifs-TDE

pole-1

fence-1

bike-1

pole-2

pole-3 pole-4on*

seat-1

has°

near∆

near∆

behind∆

near∆

near∆

against*

near∆

Motifs-DC (ours)

fence-1

bike-1

pole-1

pole-2

pole-3 pole-4

seat-1

Input Image

tree-1

kite-1

person-1

beach-1

jacket-1 pant-1boot-1

near

on

wearing

behind

wearing

holding

on

Motifs-Baseline

tree-1

kite-1

person-1

beach-1

jacket-1 pant-1boot-1

along

on

wearing

behind

in

above

on

under

Motifs-TDE

tree-1

kite-1

person-1

beach-1

jacket-1 pant-1boot-1

near∆

standing on*

wearing°

behind∆

wearing°

above*

holding°

on*on* on*

Motifs-DC (ours)

kite-1

tree-1
jacket-1

person-1

boot-1

pant-1

beach-1

Input Image

window-1

train-1

tree-1

rock-1 track-1

on

on
has

near

in front of

on

behind

near

Motifs-TDE

under

Fig. 8. Generated scene graph examples by Motifs-Baseline, Motifs-TDE, and Motifs-DC in SGDet task with R@20. Green boxes are correctly detected
objects with IOU larger than 0.5, while red ones refer to the misclassified objects. Green edges indicate that the corresponding relationships are captured by
the top 20 predicted places, while the red ones refer to the uncaught ground truth relationships. Purple edges denote the reasonable captured relationships,
but are not annotated as the ground truth. The predicted predicates from the specific predicate classifiers of father predicate on, near, and has are marked
with *, 4, and °, respectively.

different value of λ in Table V. We found that the number
of the excavated patterns increases with the decrease of λ,
and the performance of predicate prediction (i.e., mR@50/100,
R@50/100, and Mean) is decrease with the increase of the
excavated patterns. The underlying reason may be that the
increase of the excavated patterns makes the pattern recog-
nition task in the general pattern classifier more challenging,
which may result more error propagation in the general pattern
classifier and thus affect the following specific predicate
prediction.

To investigate the detailed influence of the pairwise pred-
icate preference modeling, we illustrate the performance of
DCNet with different BPR loss weights (i.e., α) in Table VI.
We find that with the growing of the value of α, the perfor-

TABLE V
THE NUMBER OF EXCAVATED PATTERNS, R@50/100, MR@50/100, AND

MEAN OF DCNET IN PREDCLS TASK WITH RESPECT TO THE
HYPERPARAMETER PARAMETER λ ON VG150 DATASET.

λ # Pattern PreCls
mR@50/100 R@50/100 Mean

1.2 6 26.1 / 28.0 58.5 / 59.8 43.1
1.6 4 26.7 / 28.4 59.2 / 60.6 43.7
2.0 3 29.2 / 31.5 59.3 / 61.0 45.3
2.4 3 29.2 / 31.5 59.3 / 61.0 45.3

mance of mR@50/100 gradually increases and then plateaus,
while that of R@50/100 continuously decreases until being
stable. One possible reason is that the BPR loss favors the
tail predication. Thus, the larger weight encourages the model
to slightly favor the tail predicates, leading the increase on
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TABLE VI
R@50/100, MR@50/100, AND MEAN OF DCNET IN PREDCLS TASK

WITH RESPECT TO THE TRADE-OFF PARAMETER α ON VG150 DATASET.

α
PreCls

mR@50 mR@100 R@50 R@100 Mean
0.01 28.2 30.3 60.7 62.3 45.4
0.02 29.2 31.5 59.3 61.0 45.3
0.03 29.1 32.1 58.7 60.4 45.1
0.04 30.4 32.7 56.6 58.2 44.5
0.05 30.0 32.4 56.7 58.2 44.3

TABLE VII
MR@50/100 AND PARAMS IN PREDCLS TASK OF MOTIFS AND

MOTIFS-DC. PARAMS DENOTED THE NUMBER OF PARAMETERS.

Method mR@50 mR@100 Params (millions)
Motifs 5.8 7.8 367.266M
Motifs-DC (ours) 11.8 14.0 367.704M

the mR@50/100 as well as the decrease on the R@50/100.
Overall, the performance in terms of the Mean is relatively
stable.

F. Efficiency Analysis

To verify the efficiency of our DC-Predictor, we compare the
number of parameters of Motifs [10] and Motifs-DC, which is
equipped with our DC-Predictor. As shown in Table VII, com-
pared with Motifs, Motifs-DC has limited parameter addition,
demonstrating that our DC-Predictor can efficiently boost other
SGG methods.

V. CONCLUSION AND FUTURE WORK

In this work, we present a model-agnostic DC-Predictor to
promote the unbiased SGG. In particular, we first develop
a pattern-predicate correlation mining algorithm to discover
the similar predicates that share the same object interaction
patterns. Based on that, we devise a general pattern classifier
and a set of specific predicate classifiers. We use the general
pattern classifier to recognize the pattern for each object pair
sample and rout it to the corresponding specific predicate
classifier, which is able to distinguish the subtle differences
among similar predicates in each pattern. Experiments on two
datasets indicate that our model is able to obviously increase
the mean recall with the slighter loss on the overall recall
of predicates, thus materially boost the unbiased SGG. In
addition, considering that the error propagation produced in
the general pattern classifier may affect the following specific
predicate prediction, we plan to improve the general pattern
classifier in the future.
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